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RESEARCH & PRACTICE IN ASSESSMENT

Abstract
Asking college students how much they have learned or grown is a common 
assessment practice in student affairs and elsewhere. Unfortunately, recent research 
suggests that these self-reported gains do a very poor job of measuring actual 
student learning and growth. This paper provides an overview of the psychological 
process of how students likely respond to such questions and why their responses 
can be seriously flawed. It also discusses circumstances in which self-reported 
gains are somewhat more valid and offers concrete suggestions for student affairs 
professionals and other higher education constituents who seek to accurately 

measure student outcomes. 
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 In an era of increased demands for accountability and limited financial resources 
in higher education, the assessment of college student outcomes has become crucial. 
Several recent books have provided excellent guidelines and examples for conducting 
college student outcomes assessments (e.g., Astin & antonio, 2012; Banta, Jones, & Black, 
2009; Suskie, 2009; Walvoord, 2010). In general, these authors agree that multiple forms 
of assessment should be administered, that direct assessments should be employed when 
possible, and that assessment results should inform programmatic and institutional change. 
To measure academic outcomes, many institutions are using standardized examinations 
(e.g., Collegiate Learning Assessment, Collegiate Assessment of Academic Proficiency) 
as well as “authentic assessments,” such as portfolios or rubrics of student work (Kuh & 
Ikenberry, 2009). These indicators can be used to assess the achievement of a particular 
level of skill or competence and/or the amount of growth that has occurred during the 
undergraduate years. 

 However, such formalized, direct learning assessments are rarely used to measure 
the effectiveness of student affairs in promoting student outcomes. These rigorous 
assessments not only require a great deal of resources, but they also indicate the types 
of academic and general cognitive skills that are generally not considered to be the 
primary focus of student affairs. As a result, student affairs professionals use a variety 
of other approaches for measuring learning and growth, including responses to broad 
national surveys (e.g., National Survey of Student Engagement), specific national surveys 
(e.g., ACUHO-I/EBI Resident Assessment), and a variety of locally developed surveys 
(I recently heard about a written questionnaire assessing student experiences and 
outcomes from a residence hall ice cream social!). In many cases, outcomes assessment in 
student affairs simply involves asking students what they have learned and how they have 
grown. The responses to these questions are then interpreted as indicating students’ actual 
learning and growth. 
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Recent research has cast serious doubt upon the (seemingly reasonable) assumption 
that college students can accurately report their own growth. If these self-reports were accurate, 
then one would expect a high correlation between students’ self-reported gains on a particular 
outcome (e.g., critical thinking skills) and longitudinal changes on a well-validated measure 
of that same outcome. Across various samples and outcomes, the correlations between 
longitudinal and self-reported gains on the same construct are consistently low (rs < .20), and 
they are often not significantly different from zero (Bowman, 2010a, 2010b, 2011b; Bowman 
& Brandenberger, 2010; Gosen & Washbush, 1999; Hess & Smythe, 2001). In addition, the 
significant predictors of longitudinal growth (e.g., college experiences, student demographics, 
institutional attributes) often diverge considerably from the significant predictors of self-
reported gains for the same construct (Anaya, 1999; Bowman, 2010b, 2011a, 2012; Bowman & 
Brandenberger, 2010; Porter, 2013). As a result, practitioners and researchers would arrive at 
remarkably different conclusions about the experiences that promote or hinder student growth 
depending on the type of outcomes assessment that they use. Through a synthesis of the 
existing literature and examination of several theory-driven hypotheses, Porter (2013) argues 
that college self-reported gains should not be used as indicators of actual student learning. 
Finally, relevant to many student affairs assessments, college students also have considerable 
difficulty reporting the educational impact of a particular experience or set of experiences; in 
general, students tend to overestimate the effects that their experiences actually have (Bowman 
& Brandenberger, 2010; Bowman & Seifert, 2011; Conway & Ross, 1984). 

In this paper, I will first discuss why students may have such a difficult time re-
porting their own growth and why their self-reports may not even reflect their actual 
judgments. Next, I will propose several conditions under which students provide somewhat 
more accurate assessments of their growth. Finally, I will provide suggestions for student 
affairs practitioners and other higher education constituents who seek to measure and 
understand student outcomes. 

The Psychology of  Student Self-Reported Gains

In their seminal work, Tourangeau, Rips, and Rasinski (2000) proposed a four-
stage model of the psychology of survey responses. The four steps involved, in order, are 
comprehension of the question, retrieval of memories associated with the question, judgment of 
the completeness and relevance of the memories, and mapping the judgment onto a response 
represented by one of the options provided. Below, a discussion of potential errors in college 
student self-reported gains is organized into these categories. 

Comprehension

The language used in self-reported gain items, such as “thinking critically and 
analytically,” is sometimes quite vague (Bowman, 2010a; Porter, 2011). Do students 
know what this phrase means? If so, do they all share the same definition? And are these 
definition(s) the same as the researchers’ definition(s)? Even experts disagree considerably 
on the meaning of commonplace terms such as “intelligence” (e.g., Sternberg & Detterman, 
1986), so it is reasonable to assume that students may also have different interpretations of 
terms used in self-reported gain items, such as “critical thinking skills,” “general knowledge,” 
and “leadership abilities” (Higher Education Research Institute [HERI], 2011, p. 1). This 
concern is further complicated by the fact that substantial cross-cultural differences exist 
on what constitutes complex thinking, interpersonal relationships, and even how a person 
defines oneself (for reviews, see Kitayama & Cohen, 2009; Markus & Kitayama, 1991; Nisbett, 
2003). Thus, students from divergent cultural backgrounds may have systematically different 
interpretations of a given item. Moreover, some items are double-barreled in that they ask 
about two concepts at once. For example, if students are asked to report gains in “being 
an informed and active citizen” (National Survey of Student Engagement [NSSE], 2013, p. 
6), then they might have a difficult time knowing how to respond, especially if they have 
become much more informed but not necessarily more active. 

Retrieval and Judgment

The cognitive demands required to provide accurate self-reported gains are substantial. 
Ideally, students would estimate their own current skills or attributes, estimate their previous 
skills or attributes, and then have some means for directly comparing the two. However, 
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students generally do not follow this process; instead, they estimate their current skills and 
attributes and then attempt to determine whether or how these have changed over time 
(Ross, 1989). This distortion of the ideal process can lead to substantial errors, because 
students’ estimates are biased toward their lay theories of change and stability over the 
lifespan. As Ross explains, most people think that their skills generally increase over time 
(with the exception of very late in life), whereas they think that their attitudes are quite 
stable. As a result, consistent with these lay theories, people tend to overestimate how 
much their skills and abilities have changed, yet underestimate how much their attitudes 
have changed (Conway & Ross, 1984; Goethals & Reckman, 1973; Markus, 1986; McFarland 
& Ross, 1987). 

Interestingly, students may be reasonably accurate when estimating their current 
skills. Some early research found high correlations between self-reported knowledge and 
objectively tested knowledge (Berdie, 1971; Pohlmann & Beggs, 1974), and other studies 
found that self-reported and objectively tested skills on the same academic subject load 
onto the same factor within structural equation models (Pike, 1995, 1996). Moreover, a 
recent meta-analysis found a moderate relationship between objective measures of one’s 
current knowledge level and self-assessments of knowledge (r = .34), whereas there was 
no relationship when examining increases in self-perceived and actual knowledge (r = .00; 
Sitzmann, Ely, Brown, & Bauer, 2010). Thus, the errors on self-reported gains may primarily 
occur not because of students’ inadequate self-knowledge of their current attributes, but 
because they cannot or do not use adequate processes to estimate their growth over time. 

Two additional biases may be considered to involve both difficulties with retrieval 
and failures to judge the adequacy of one’s memories. Halo error occurs when students’ 
perceptions of overall growth and development unduly influence their judgment of growth in 
specific domains. In a classic experimental example, Nisbett and Wilson (1977b) found that 
students were quite fond of a professor’s European accent when he acted warm and friendly 
in a videotaped interview, whereas other students were annoyed by the same professor’s 
accent when they saw him acting cold and distant in a different interview. Pike (1993) also 
observed direct evidence of halo error in self-reported gains when seniors reported on their 
overall collegiate experience. Other studies have provided indirect evidence by finding 
low correlations among longitudinal gains on various constructs, but moderate to high 
correlations among self-reported gains, which suggests that the interrelationships among 
self-reported gains may be inflated (Bowman, 2010b; Bowman & Brandenberger, 2010). Pike 
(1999) further demonstrated that halo error may account for up to 75% of the explained 
variance in self-reported gains among first-year students. 

In addition, Pascarella (2001) argued that students may differ in the extent to which 
they perceive their educational experiences as beneficial; these chronic dispositions toward 
reporting (or not reporting) growth may also constitute an important source of error. He 
suggests that controlling for students’ perceived gains during high school will largely or 
entirely correct for this error in college self-reported gains, but this practice has rarely been 
employed in higher education research. Recent studies have found that high school self-
reported gains are at least moderately correlated with college self-reported gains (Bowman & 
Hill, 2011; Seifert & Asel, 2011) and that the results of regression analyses sometimes depend 
upon whether high school gains are included as a control variable (Seifert & Asel, 2011). 

Response

Biases may also occur when students are asked to select a response option. On the 
NSSE, when reporting how much students’ “experience at this institution contributed to 
[their] knowledge, skills, and personal development,” the response options are “very much,” 
“quite a bit,” “some,” and “very little” (2013, p. 6). All four of these categories are at least 
implicitly positive—and they are treated as positive in statistical analyses—so students are 
unable to state that they have not changed at all or that they declined. On the Cooperative 
Institutional Research Program (CIRP) College Senior Survey, students’ response options for 
changes in their knowledge, skills, and understanding were “much stronger,” “stronger,” “no 
change,” “weaker,” and “much weaker” (HERI, 2011, p. 1). The CIRP scale eliminates some 
of the problems apparent on the NSSE scale, but only two options are available for reporting 
positive growth, which could lead to range restriction. Perhaps more importantly, the categories 
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on both surveys are quite vague. Do students draw similar distinctions between “quite a bit” 
and “very much” or between “stronger” and “much stronger”? The results from an older study 
on students’ perceptions of college experience frequency descriptors (Pace & Friedlander, 
1982) may be informative. When asked about the frequency of making appointments to see 
faculty members, 21% of students thought that the term “very often” meant more than once 
a week, whereas 33% of students thought that this meant 1-2 times a month, and a small 
percentage of students (2%) thought that this meant 1-2 times per year. Clearly, students can 
assign very different meanings to such descriptors. 

Moreover, students may select a response category that portrays them in an overly 
positive light. For instance, a socially desirable response would be to say that they have gained 
a great deal while in college; the unappealing alternatives are to say that they have gained very 
little, not at all, or even regressed. Indeed, social desirability scales are significantly associated 
with college student self-reported gains (Bowman & Hill, 2011; Gonyea & Miller, 2011), and 
this relationship persists even when controlling for self-esteem, college satisfaction, and other 
potential confounding variables (Bowman & Hill, 2011). 

Additional Problems and Processes

As Krosnick (1991) explains, survey respondents are likely to become increasingly 
fatigued, disinterested, and distracted as they continue to take a survey. As a result, participants 
expend less energy (if any) on each of Tourangeau et al.’s (2000) four steps; Krosnick refers 
to this suboptimal responding as “satisficing.” Self-reported gains may induce satisficing—
particularly if they are included later in the survey—because these items require a great deal 
of cognitive effort, involve responses for which students likely do not have a preconceived 
answer, and often appear in succession with other such items that use the same response scale. 
Indeed, Barge and Gehlbach (2012) showed that satisficing is quite common when reporting 
college self-reported gains and that this tendency may substantially and adversely affect survey 
results (also see Chen, 2011). 

Going a step further, Porter (2013) argues that a belief-sampling model of survey 
response more adequately captures students’ thinking when considering their own growth. 
That is, instead of recalling actual memories and frequencies of events, students retrieve 
a host of beliefs, feelings, impressions, values and judgments (collectively referred to as 
“considerations”) that are relevant to the question. The specific set of considerations that 
students retrieve is somewhat arbitrary and is based on what is accessible in that particular 
time and context. Porter offers an example of what this process might look like: 

Consider a student in a quantitatively-oriented major who is asked how her college 
experiences have contributed to her development in analyzing quantitative problems. 
Multiple considerations then enter her mind: memories of lectures from a statistics class; 
memories of having possibly worked on problem sets with other groups of students; a 
general impression that she [is] adept at math, based in part on her experiences in high 
school. These multiple, positive considerations then lead her to conclude that she has 
gained considerably in analyzing quantitative problems while in college. It is important 
to note that these considerations could easily be generated by a student, but that none 
of them have anything to do with how much a student has learned while in college. 
Because considerations that come into mind are a ‘‘haphazard assortment,’’ it is clear 
that many, if not all, of the considerations that enter a student’s mind will be related 
to their educational experiences, but not necessarily to how much they have actually 
learned in a specific content area. (p. 210, emphasis in original)

Of course, this hypothetical student may be “correct” in the self-assessment of her changes 
in quantitative skills, but the widespread use of this approach will be largely problematic for 
drawing conclusions about student growth in the aggregate. Porter tested several hypotheses 
regarding students’ mental processes when reporting their own gains, and the results were 
quite consistent with predictions from the belief-sampling model. In addition, Bowman and 
Schuldt (in press) found that students’ self-reported gains were higher when these appeared 
toward the beginning of a questionnaire than when presented toward the end (after reporting 
their college experiences), which also suggests that the mental availability of certain events 
likely influences student responses. 
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Conditions Associated with the Validity of  Self-Reported Gains

The preceding discussion paints a rather gloomy picture of the use of self-reported 
gains as indicators of student learning and growth. However, there is reason to believe that this 
picture may be somewhat more optimistic under certain conditions. The validity of self-reported 
gains is substantially determined by the extent to which the outcome is salient and accessible 
to students. In their classic review, Nisbett and Wilson (1977a) argued that people generally 
have minimal access to their higher-order cognitive processes, and people’s “introspection” 
on these processes is generally based on their lay theories of cognition. Psychologists have 
made similar arguments more recently about self-knowledge regarding one’s own motivations 
(Wilson, 2002) and even which activities will lead to one’s own happiness (Gilbert, 2007). While 
many people may have difficulty accessing introspective knowledge accurately, some students 
may be more attuned to their growth (or lack thereof) on a given outcome. For instance, many 
first-generation university students face considerable difficulties in their academics and social 
engagement (e.g., Pascarella, Pierson, Wolniak, & Terenzini, 2004; Zwerling & London, 1992), 
so they may be more aware of their cognitive and interpersonal growth. Consistent with this 
view, the correspondence between self-reported and longitudinal gains is greater among first-
generation students than among other students (Bowman, 2010a, 2011b). 

Moreover, students may be much better at estimating their growth on some outcomes 
than on others. For example, foreign language skills are largely developed through salient 
formal and informal experiences, and students receive regular feedback on these skills through 
course grades, instructor comments, and their (in)ability to communicate effectively. In 
contrast, leadership skills are harder to define, less subject to concrete feedback, and are not 
often quantified in terms of objective performance. A recent meta-analysis suggests that these 
outcome attributes are important; specifically, the correspondence between cognitive learning 
and self-assessments of knowledge is greater when participants are provided external feedback 
and when they have to opportunity to practice making their own self-assessments (Sitzmann 
et al., 2010). Perhaps for these reasons, the correlations between longitudinal and self-reported 
gains are virtually zero for abstract cognitive skills (which generally are not subject to direct 
feedback or frequent self-assessment), whereas these correlations are somewhat higher for 
non-cognitive attributes, such as attitudes, interpersonal skills, and intrapersonal knowledge 
(Bowman, 2010b, 2011b; Sitzmann et al., 2010). 

Similarly, the phrasing of self-reported gain items may also affect their validity. 
For instance, even if students actually knew how much their cognitive skills had changed 
over time, it is unlikely that all students would have the same interpretation of “thinking 
critically and analytically,” because this construct is quite broad and it contains academic 
jargon (Porter, 2011). Moreover, students’ interpretations of the meaning of some outcomes 
might differ systematically. For example, “leadership skills” may connote something very 
different for White, middle-class North Americans (whose cultural contexts generally value 
individualism and uniqueness) than for Asians and Asian Americans (whose cultural contexts 
generally value collectivism and consensus; see Nisbett, 2003; Triandis, 1989). These problems 
can be remedied, in part, by using concrete language that has a similar meaning across diverse 
groups of students. 

The validity of self-reported gains also depends, in part, upon students’ year in 
college. Several studies have indicated that biases in self-reported gains (e.g., socially desirable 
responding) appear to be greater among first-year undergraduates than among advanced 
undergraduates (Bowman & Hill, 2011; Pike, 1999; Seifert & Asel, 2011). This pattern may occur 
for multiple reasons. First, developmental research suggests that self-perceptions generally 
become more accurate among older children (Harter, 1999), and similar developmental 
processes may be driving these differences among traditional-age college students. Second, 
when students are in their last term of their undergraduate education, they may reflect upon 
their university experiences and how they have changed while attending college. As a result, 
these students may provide more accurate responses because they have previously considered 
their growth over time as opposed to providing answers that simply seem plausible (see 
Krosnick, 1991). 
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The final three attributes relate to issues that were discussed previously. First, self-
reported gains will be more valid when an appropriate response scale is used; allowing students 
to say that a desired attribute did not change or has diminished is generally preferable. As 
one illustration, when graduating students were asked to provide self-reported gains in their 
religious beliefs and convictions (and were provided this full set of response options), almost half 
reported no change during university, and about 14% reported decreases (Lee, 2002). Second, 
social desirability also plays a role in the accuracy of self-reported gains. The prevalence of 
socially desirable responding may depend upon the phrasing of the instructions and items 
as well as the nature of the outcome itself. For example, it is probably less “threatening” for 
college students to report that they have not become more religious (which is not central to 
the mission and intended outcomes of most colleges and universities) than to report that their 
problem-solving skills have not changed. Third, halo error can be more problematic in certain 
circumstances. Some outcomes appear to be more susceptible to halo error than others; Pike 
(1993) found that self-reported gains in “personal development” (e.g., intrapersonal skills, self-
directed learning) were much more strongly influenced by halo error than self-reported gains 
in quantitative skills and in understanding arts and cultures. The latter outcomes are fairly 
specific and not directly related to many students’ undergraduate experiences, which likely 
explains why they are less conflated with general perceptions of growth. 

Implications for Assessment in Student Affairs

The following suggestions are provided specifically with student affairs practitioners 
in mind, but these recommendations may also be useful for institutional researchers, higher 
education researchers, and others who want to design effective college student assessments. 

1. Use longitudinal methods whenever possible. Although self-reported gains are more 
trustworthy under certain circumstances than in others, longitudinal studies are certainly 
preferable to cross-sectional studies for drawing inferences about change over time. After asking 
about self-reported gains for the past 20 years, the Cooperative Institutional Research Program 
(CIRP) removed these items from its 2013 Your First College Year and College Senior Surveys 
(see HERI, 2013), which suggests that this organization may have doubts about the usefulness 
of these items. Because the responses to these CIRP surveys are paired with The Freshman 
Survey—and all three surveys ask participants to report their current levels of various skills 
and attributes—CIRP datasets can still assess longitudinal changes during college. 

2. Use specific language and multiple items to measure each student outcome. This 
recommendation actually combines two suggestions, but these are sufficiently related that they 
should be discussed together. For instance, asking students directly about “leadership skills” 
provides problems regarding both the ambiguity of language and the multidimensionality of 
this complex construct; in short, what exactly is meant by “leadership”? This problem can be 
remedied by providing items that measure behaviors, attitudes, values, and tendencies that 
exemplify various aspects of leadership. The original Socially Responsible Leadership Scale 
(SRLS) contained 104 items that indicate eight leadership constructs (Tyree, 1998). While this 
instrument constitutes an extreme example of the number of items (and subsequent versions 
of the SRLS contain fewer items), it illustrates the extent to which a complex concept can be 
measured in detail when it is the primary focus of a research or assessment project. 

3. Never ask students to self-report their cognitive growth. There still may be some 
hope that a well-designed questionnaire can yield accurate estimates of student gains on 
some affective outcomes. However, self-reported and longitudinal assessments of cognitive 
outcomes provide such strongly divergent findings that these self-reports appear completely 
untrustworthy. As described earlier, standardized examinations and authentic assessments 
(e.g., portfolios or rubrics of student work) are likely the most effective means for assessing 
cognitive and academic growth. 

4. Give pretests and posttests for content-based workshops and programs. As a way 
of exploring learning outcomes within a program or workshop, students could take a closed- 
or open-ended quiz on key concepts. This approach could be successful for a longer program 
(e.g., professional development over a semester), and a short quiz could also be useful for one- 
or two-hour workshops (e.g., regarding career planning). For the short version, some people 
may be skeptical of using a single quiz for both the pretest and posttest, because students’ 
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responses may exhibit practice effects or students may be overly attentive to these specific 
pieces of information. If this seems problematic, two versions of the test could be created; half 
of the students complete Version A in the pretest and Version B in the posttest, and the other 
half of students would complete Version B and then Version A. 

5. Collaborate across campus to conduct large-scale assessments. Coordinating 
efforts across departments, units, and divisions (including student affairs and academic affairs) 
can result in comprehensive assessments that would not otherwise be possible. For instance, 
students who take a critical thinking examination and/or other in-depth instruments might 
also report their involvement in various curricular and cocurricular activities so that one can 
determine whether these experiences predict performance and growth. This approach may 
also have the benefit of reducing survey fatigue, which has helped contribute to dramatic recent 
reductions in survey response rates (Adams & Umbach, 2012; Pew Research Center, 2012). 

Conclusion

 A few years ago, a colleague and I had several discussions about whether it is preferable 
to have poor quality data or no data at all. This emerging research on self-reported gains has 
strengthened my belief that having poor quality data is highly problematic and potentially 
misleading. The predictors of college student self-reported gains and longitudinal growth on the 
same construct differ considerably (Bowman, 2010b, 2012; Bowman & Brandenberger, 2010), 
and this divergence is sometimes systematic and even predictable (Bowman, 2011a; Conway 
& Ross, 1984; Porter, 2013). Therefore, higher education practitioners and administrators can 
make faulty decisions about programs and practices if they rely too strongly upon students’ 
subjective perceptions of learning and growth. Student affairs professionals face a host of 
circumstances that make them more likely to use this type of outcome assessment, so they 
must be particularly diligent about avoiding the problems associated with perceived growth. 
Although it is certainly more challenging and expensive to collect high-quality, longitudinal 
data on student outcomes, the long-term benefits will generally outweigh the costs. 

AUTHOR’S NOTE:
I thank Vivienne Felix for her feedback on an earlier version of this manuscript.
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